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A Personal View of Computer History

Designing computers has been a lifelong passion

Fortunate to have been at the right place a number of times

« lowa State University: SYMBOL High Level Language Computer & first 8-bit uP chips

« UC Berkeley: At transition from HLLCA to RISC, under prof. D. Patterson

- Bell Labs: At the creation of Unix, C, C++, early RISC processors (C-Machines)
* Sun Microsystems: At transition from M68K to RISC (SPARC)

* Transmeta: Binary translation onto VLIW-RISC

* Intel: Binary translation onto OOO-RISC

« Esperanto: Massively-parallel energy-efficient RISC-V processors

Got to see the evolution of early architectures from 8-bit to 64-bit superscalar monsters

One trend in design seems to have withstood the test of time more than any other: RISC
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Useful quote for computer architects

“Those who cannot remember the past
are condemned to repeat it.”

George Santayana,

The Life of Reason,
1905.
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Computer Development Timeline of Notable Designs

2030

1950 1960 1970 1980 1990 2000 2010 2020
1= DEC DEC DEC
Transistor PDP-1 VAX Alpha
Computer
IBM Xerox
System/360 Alto
The
Case for
IBM RISC
801 UCB RISC-V RISC-V
RISC-1,II SPARC ISA International
Bell Stanford started
Labs MIPS MIPS Co.
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C-Machines
Bell Labs CRISP/Hobbit
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1978 Photo: My career started at the same time as the first microprocessors
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My personal hobby computer
8-bit 6502 Microprocessor

4 MHz

4K Bytes of main memory
Hand “wire-wrapped”

Paper tape reader

Hand wound transformer on
power supply.

Note — base of SYMBOL computer
in background



Era of
High Level Language Computer Architecture

later called CISC (Complex Instruction-set Computers)

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors



DEC VAX-11/780: a 32-bit CISC

Areal 70’s architecture:
« VAX: Transitioned from 16-bit PDP-11 assembly to 32-bit addresses and compiled code
« ISA made it easy to take high level language statements and cast into VAX assembly code

Instruction set heavily influenced by availability of 8-bit wide integrated circuits

VAX ISA composed of variable length instructions
« Instruction opcode (1 or 2 bytes) followed by up to 6 operands
» First operand descriptor (1 byte)
« First operand data (0-4 bytess
« Second operation descriptor
« Second operand data
« Third operand descriptor
« Third operand data (0-4 bytes)

This was great when decoding serially one byte at a time,
but a nightmare for pipelined or later superscalar implementations
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Xerox Palo Alto Research Center: Alto

First Graphical User Interface with mouse
5.8 MHz microcoded CPU
User loadable instruction sets led to several

HLLCA type bytecoded instruction sets for languages
like BCPL, Smalltalk and MESA

Enabled exploration of highly tailored instruction sets

But raised the question
“Why not compile to lowest microcode level?”
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SYMBOL:
The Ultimate CISC
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SYMBOL: The ultimate Complex Instruction Set Computer

SYMBOL was a High Level Language Computer announced in 1971 by Fairchild Semiconductor

Supported by Gordon Moore and Robert Noyce at Fairchild until they left to form Intel

Goal was to reduce cost of software by using hardware instead, literally “programmers cost too much”.

Implemented Compiler, Text Editor and Operating System entirely in logic gates
« 2 gates or 1 Flip-Flop per 14-pin DIP package, no ROM
« 20 thousand chips — took several years to debug at ISU
 Instruction set was bytecode mapped almost 1-1 from high level ALGOL/LISP like typeless language
Tagged architecture with descriptors, and “logical memory” that was not linearly addressable.
Five years of my life thinking about CISC vs RISC, i.e. better ways to use 20K chips, programming this machine.

| got to work on this computer while a student for 5 years, after it was donated to ISU

Lessons:

« Don’t build your compiler or OS in logic gates
« Use right combination of Hardware, Software or uCode
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Debugging SYMBOL, the inspiration for RISC
E e

Inside red circle
are 220 chips.

In order to fix a bug,
white wires added
on top of blue pc
board to make logic
changes.

Many of the 100
boards were covered
with white bug fixes.

A Symbol “terminal” could consist of up to 99 physical I/0
devices. The terminal shown at left used a modified IBM
Selectric typewriter, editing keyboard, status display, card
reader, and line printer. The book next to the typewriter
contains operating system and utility source listings. The
photo above, a side view of the Symbol mainframe, shows
the maintenance processor (far left), power supplies for
+4.5 volts at 1000 amps (below the mainframe), and disk
memory, core memory, and paging drum (background).
The front view of the mainframe (photo at right) shows a
printed circuit card on an extender for testing. Each card
held 200 ICs. Wing panels indicate the value of bus sig-
nals—100 on the left, 100 on the right, and 50 on top.
Additional wire on the PCB was used for “bug” fixes.
Each processor could be monitored from a “processor ac-
tive” lamp on the svstem’s control panel.

Source: D. Ditzel, Reflections on the High Level Language SYMBOL Computer Systems, IEEE Computer, July 1981.
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HLLCA Lessons

Putting functions in hardware does not necessarily make them higher performance

Putting functions in hardware always makes them harder to debug, modify and fix

High level opcodes often precluded the ability to make code generation optimizations

Example: Symbol precluded any use of pointer arithmetic, array accesses quite slow.

Better to provide a low level instruction set with HLL Compilers

Use logic gates to make that simple instruction set go very fast

Fascination studying SYMBOL (Ditzel/Patterson) eventually led both to religious conversion to RISC

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Mood was changing against HLLCA by end of 70’s

A radical computer architecture implementing a programming
language and a timeshared operating system directly in hardware,

Retrospective on High-Level Language Computer Architecture

David R. Dirzel

Bell Laboratories
Computing Science Research Center
Murray Hill, New Jersey

David A. Patterson

Computer Science Division
Department of Electrical Engineering and Computer Sciences
University of California
Berkeley, California

Introduction

High-level language computers (HLLC) have attracted interest in
the architectural and programming community during the last 15 years;
proposals have been made for machines directed towards the execution
of various languages such as ALGOL,!-2 APL3.45 BASIC,S.7
COBOL,%:9 FORTRAN,!0.11 ISP 12.13 PASCAL,'4 PL/,!5-16.17
SNOBOL,!8:19 and a host of specialized languages. Though numerous
designs have been proposed, only a handful of high-level language
computers have actually been implemented.“'”’-‘20'21 In examining the
goals and successes of high-level language computers, the authors have
found that most designs suffer from fundamental problems stemming
from a misunderstanding of the issues involved in the design, use, and
implementation of cost-effective computer systems. It is the intent of
this paper to identify and discuss several issues applicable to high-level
language computer architecture, to provide a more concrete definition
of high-level language computers, and to suggest a direction for high-

level language computer architectures of the future.

Our “Pre-RISC” paper call for change

®  Esoteric: Aesthetics or no stated advantages.

An almost universal justification for high-level language comput-

ers is the view that

"the prime motivation for developing such a machine is to reduce
system costs, for while hardware logic is becoming much
cheaper, software is consuming a greater proportion of total sys-
tem costs. A tremendous savings can be obtained by designing
computer hardware that is oriented to aiding the programmer

rather than to simplifying the computer designer’s job."22

The solution to the software problem has appeared to be an increased
use of “inexpensive” hardware. According to this viewpoint, the way
to use this extra hardware is to raise the level of the machine language,

so that in most cases there exists a one-to-one mapping between the

ISCA May 1980 (written in 1979)
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Symbol remains a valuable lesson in building complex systems.

Reflections on the High-Level Language
Symioel] Computer System

P

David R. Ditzel
Bell Laboratories

One of the most radical computer architectures of the
last decade was the Symbol':2 computer system, unveiled
in 1971. The primary goal of the Symbol research project
was to demonstrate with a full-scale working computer
that a procedural general-purpose programming language
and a large portion of a timeshared operating system could
be implemented directly in hardware, resulting in a marked
improvement in computational rates.> Another goal was
to show that such a task could be carried out by a relative-
ly small group of people in a reasonable amount of time
by using appropriate design tools and construction tech-
niques. Some features commonly provided by software
were implemented directly in Symbol’s hardware with se-
quential logic networks. These included

Hardware compilation,

Text editing,

Timesharing supervision,
Virtual memory management,
Dynamic memory allocation,
Dynamic memory reclamation,

however, the reader should be reminded that Symbol was
intended to be a learning device rather than a commercial-
ly viable product.

Historical background. As early as 1964, a group of
engineers at Fairchild’s research facility in Palo Alto,
California, decided that the future of VLSI technology
dictated the use of hardware for traditional software
functions. They also believed that existing programming
languages had been influenced too heavily by the underly-
ing hardware and that valuable programmer time was un-
necessarily being spent performing functions such as
memory management because of unreasonable computer
architectures. A high-level language computer was seen as
a way to reduce rising software costs.

Though Symbol was an experimental machine, the
project was taken seriously. From the beginning there was
a strong commitment to build a real and functional
system. Considerable effort was spent on technology,

nackacino and camnntar_aidad dacian tanle A naw hinh

IEEE Computer magazine 1981
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Recognition that SYMBOL/HLLCA was not right direction

13



Reduced Instruction Set Computing
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1980: The Case for RISC Published

The Case for the
Reduced Instruction Set Computer

David A. Patterson

Computer Science Division
University of California
Berkeley, California 94720

David R. Ditzel

Bell Laboratories
Computing Science Research Center
Murray Hill, New Jersey 07974

INTRODUCTION

One of the primary goals of computer architects is to design computers that are more cost-
effective than their predecessors. Cost-effectiveness includes the cost of hardware to manufacture
the machine, the cost of programming, and costs incurred related to the architecture in debugging
both the initial hardware and subsequent programs. If we review the history of computer families
we find that the most common architectural change is the trend toward ever more complex
machines. Presumably this additional complexity has a positive tradeoff with regard to the cost-
effectiveness of newer models. In this paper we propose that this trend is not always cost-effective,
and in fact, may even do more harm than good. We shall examine the case for a Reduced Instruc-
tion Set Computer (RISC) being as cost-effective as a Complex Instruction Set Computer (CISC).

This paper will argue that the next generation of VLSI computers may be more effectively imple-
mented as RISC’s than CISC'’s.

October 3, 2022 Dave Ditzel — MICRO-55 Keynote

WORK ON RISC ARCHITECTURES

At Berkeley. Investigation of a RISC architecture has gone on for several months now under
the supervision of D.A. Patterson and C.H. Séquin. By a judicious choice of the proper instruction
set and the design of a corresponding architecture, we feel that it should be possible to have a very
simple instruction set that can be very fast. This may lead to a substantial net gain in overall pro-
gram execution speed. This is the concept of the Reduced Instruction Set Computer. The imple-
mentations of RISC’s will almost certainly be less costly than the implementations of CISC’s. If we
can show that simple architectures are just as effective to the high-level language programmer as
CISC’s such as VAX or the IBM S/38, we can claim to have made an effective design.

At Bell Labs. A project to design computers based upon measurements of the C programming
language has been under investigation by a small number of individuals at Bell Laboratories Com-
puting Science Research Center for a number of years. A prototype 16-bit machine was designed
and constructed by A.G. Fraser. 32-bit architectures have been investigated by S.R. Bourne, D.R.
Ditzel, and S.C. Johnson. Johnson used an iterative technique of proposing a machine, writing a
compiler, measuring the results to propose a better machine, and then repeating the cycle over a
dozen times. Though the initial intent was not specifically to come up with a simple design, the
result was a RISC-like 32-bit architecture whose code density was as compact as the PDP-11 and
VAX [Johnson79].

At IBM. Undoubtedly the best example RISC is the 801 minicomputer, developed by IBM
Research in Yorktown Heights, N.Y.[Electronics76] [Datamation79]. This project is several years
old and has had a large design team exploring the use of a RISC architecture in combination with
very advanced compiler technology. Though many details are lacking their early results seem quite
extraordinary. They are able to benchmark programs in a subset of PL/I that runs about five times
the performance of an IBM S/370 model 168. We are certainly looking forward to more detailed
information.

-- From One to a Million RISC Processors
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Why RISC

Trend to “reduce the semantic gap” was the wrong approach.
Turns out a few really simple instructions is a good match for compilers
It's also much better for the hardware

A simple regular RISC instruction set has simpler control and datapaths and:
« Facilitates efficient instruction pipelining
« Leads to higher operating speed and performance
« Leaves more room for larger caches, for higher performance
« Logic that is “left out” doesn’t have bugs, hence fewer bugs. (lately Musk “the best part is no part”)

But in the early 1980’s RISC vs CISC was not so clear.
« Led to many lively conference debates

We had to build real RISC chips to prove the benefits.

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Early RISC Principles

RISC: Reduced Instruction Set Computer
« RISC and CISC terms coined by UC Berkeley professors Dave Patterson and Carlo Sequin

Simple orthogonal instructions
« Often fixed 32-bit length
« Easy for compiler code generation
« Easy to implement with small (10-20) gates per cycle
« Easily pipelined

General purpose register file
« Enough to keep data in registers for current and another called subroutine
« Variation in register file style: Flat, Windowed, or invisible (stack cache)

Single load or store per instruction

Register to register arithmetic operations

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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IBM 801: In my view, the first true RISC

B

IBM Introduces the 801 Minicomputer, the First Computer Employing
RISC

1974

Permalink

In 1974 IBM built the first prototype computer
employing RISC (Reduced Instruction Set
Computer)” architecture. Based on an invention
by IBM researcher John Cocke”, the RISC
concept simplified the instructions given to run
computers, making them faster and more
powerful. It was implemented in the

experimental IBM 801 minicomputer. The goal

image source:wwwibmeom  OF the 801 was to execute one instruction per

John Cocke with the computer incorporating RISC architecture C)’CIC- Photo Of |BM 801 m|n|computer

that he invented.

In 1987 John Cocke received the A. M. Turing
Award for significant contributions in the design ~~ The name 801 was from the IBM building number

and theory of compilers, the architecture of large systems and the development of reduced instruction  5f the T.J. Watson Research Center in Yorktown Hei ghts

set computers (RISC); for discovering and systematizing many fundamental transformations now
used in optimizing compilers including reduction of operator strength, elimination of common

subexpressions, register allocation, constant propagation, and dead code elimination. First described at ASPLOS-1 in 1982

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors 18



|
Register Windows

October 3, 2022

UC Berkeley RISC-I ~1981

Dave Ditzel — MICRO-55 Keynote

Most of die consumed with register windows
More registers to keep more operands on die
Single load or store to/from a register
3-address register to register operations
Integer only

No caches

But simple enough for students to design!

-- From One to a Million RISC Processors
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Stanford MIPS ~1983
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The MIPS instruction set consists of about 111 total instructions

Each instruction encoded in 32-bits

Pipelined to execute one instruction per clock

The instruction set includes:
« 21 arithmetic instructions (+, -, *, /, %)
* 8 logic instructions (&, |, ~)
« 8 bit manipulation instructions
» 12 comparison instructions (>, <, =, >=, <=, 1)
« 25 branch/jump instructions
» 15 load instructions
10 store instructions
« 8 move instructions
» 4 miscellaneous instructions
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Early RISC Processors 1978-87:
Bell Labs C Machines,
including CRISP and Hobbit
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AT&T CRISP Microprocessor

C-Language Reduced Instruction Set Processor 1.75 micron CMOS
Announced 1987, 1st CMOS superscalar (more than 1 instr/clock) chip
Hardware translated compact instr into 180-bit wide decoded micro-Op cache
Branch folding eliminated the overhead of branches

“Stack Cache” performed automatic register allocation in hardware

Low power chip, used in EO Tablet computer

Software binary translator used to move software from CISC WE32100

Lessons
« External to internal translation worked well
« Decouple external and internal ISA

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors 22



AT&T Bell Labs CRISP: C language Reduced Instruction Set Processor
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Transition to Bell Labs for 10 years: A more serious look

. David R. Ditzel is a member of the technical
staff at Bell Laboratories’ Computing
Science Research Center in Murray Hill,
New Jersey. His current research activities
include computer architecture, instruction
-set analysis, VLSI, computer-aided design
_ tools, and personal computing systems. He
" hasaBSin e}ectncal engineering and a BS in
T ::__ computer science from lowa State Univer-
&« 4 W sity, where he participated in the Symbol
pro;ect for l‘our years. In 1979, he received an MS in computer
science from the University of California, Berkeley. Ditzel is a
member of Tau Beta Pi, Eta Kappa Nu, Phi Beta Kappa, Phi Kap-
pa Phi, ACM, and the IEEE.
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Instead of putting our initials onto the chip

= el
Ea
du
2
'l
ol
el
¢l
i

gy 8 rnmnnu lrlll!lu mtazmg.
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CRISP: Wins and losses in early tablets

CRISP made it into AT&T EO Tablet in 1993 Did NOT make it into Apple Newton
.... AT&T fumbled the opportunity

and caused Apple to fund ARM

.......

e

see Wikipedia “AT&T Hobbit” for the story

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors 26



Lessons in Technical vs Market Success

in Hot Chips Presentation (from 2008

Rank order — Rank order —

My ISA admiration list Recent Market Success
1. DEC Alpha 1. x86

2. MIPS 2. IBM Power

3. HP-PA 3. SPARC

4. [tanium —> 4. [tanium

5. SPARC 5. HP-PA

6. IBM Power 6. MIPS

7. x86 7. DEC Alpha

Dave Ditzel HOT CHIPS 20 Panel August 25, 2008



Transmeta 1995-2007:

First to provide full x86 compatibility using software
binary translation (Code Morphing) to a simpler processor.

Many low power tricks

We proved that doing low power right can be very exciting

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

28



Slide that crystallized the concern over power growth

Power Density
The Fundamental Problem

1000
Not too long to reach
W/cm2 o
Nuclear Reactor
100
¢
Surpassed Pentium IlI®
Hot Plate Pentium lI®
10 : =
entium Pro
Pentium®

1 | ] ] | ] ] | | | :
1.51 11 0.7u 050 0351 0251 0.18u 0.13p 0.1p  0.07n “Time”

Source: Fred Pollack, Intel. New Microprocessor Challenges
in the Coming Generations of CMOS Technologies, Micro32

12th Hot Chips Symposium - August 15, 2000
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Transmeta low-power x86 Compatible CPU

Efficeon is the sum of

I
} — TRANSMETA

x86 Code Morphing Software =j= i - y

Code Morphing Software

VLIW Hardware

Very Long Instruction Word
processor

Provides Compatibility

Translates the 1’s and 0’s of x86
instructions to equivalent 1’s and

0’s for a simple VLIW processor Sz 0 L

! T Fewer transistors
Learns and improves with time

Performance

Tf'ansmEta 30 Fall Processor Forum October 5, 2004

CORPORATION



Bill Gates at Comdex 2000 Keynote announced the Tablet would be the
Future of Computing, and held up a Transmeta Crusoe based protoytype.

Microsoft’s Tablet PC technology enables
any Windows-based application to take
advantage of pen-based input.

With software developed by Microsoft, the
Tablet PC can function as a sheet of paper.

Handwriting is captured as rich digital ink
for immediate or later manipulation,
including reformatting and editing.

The Tablet PC requires x86 compatibility
as it needs to run Windows XP.

October 3, 2022 Dave Ditzel — MICRO-55 Keynote --

This Tablet PC prototype developed by Microsoft
demonstrates the concept of tablet computing.

From One to a Million RISC Processors
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People got really excited about low power Transmeta processors!!

SPECIAL REPORT: THE NET AND SMALL BUSINESS

HE BUSINESS OF TE

THISER,
COULD N AL

CHANGE
EVERYTHING

Behind Transmeta’s bid

TRANSM&A 's DA;iu lezgl. AND. ﬁs T(mAms <

BT L A 27— 3 vong

e . to power the post-PC era. W [ | (SRS, 25 £ ‘ :4' i = |NTELM°RNE0‘QSEY%THE
1 o e ) e

Hitachi Sharp

Compaq Tablet PC
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Linus Torvalds led the Transmeta Code Morphing Software team

APRIL 2000

WW!IMQDEI‘ODAY. com

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

33



October 3, 2022

Intel 2008-2013

Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

34



October 3, 2022

This slide intentionally left blank
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x86 tax = 2x
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RISC-V

A free and open instruction set
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Which instruction set?

@

Neither ARM nor x86 is very attractive
e Proprietary and expensive

* Not very energy efficient

October 3, 2022

b4 RISC

New free and open CPU instruction set

* Managed by non-profit RISC-V International

Over 3000 members

Simpler ISA, hence more energy efficient

Allows free or proprietary implementations
Already competitive in area and performance
Room for improvement

*  Growing ecosystem, like early days of Linux

Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

RISC-V is a better choice
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RISC-V Instructions Described on 2 pages
64-bit ARM Document is ~5000 pages

H ,\\ 3 A\ 4 -
Free & Open:\i‘_ ISC / Reference Card ® Free & Open :3 / RIS C-"/ rReference Card (riscv.org) @
Base Integer Instructions: RV32I, RVE4I, and RV128I RV Privileged Instructions = - - — = -
Category Name | Fmi RV3ZI Base +RV{64,1287 Calegory Heme BV mnemonic Op t[onaJ’ Muljnp:'y Divide Instruction Extension: RVM
Loads oad Byte| I |2E Td,z=1, imm CSR Access  Aomic A)W [CassW  =d,osz,r31 Category Name | Fmt RIFZZM (Muttiply e} +RV{6d, 128}
Loed Helfwerd| 1 |28 Atomic Read & Set Bit|cesss  od,osz,rs1 Muitiply MULply| R UL rd,rsl,rsz  |MUL{W|D} od,rsl,ra2
Load Word| I [z Lip|p}  ©d,rsl,imm Momic Resd B Clesr Bit[casee  rd,osr,r=1 MULERly upper Half| R Jesurs =d,rs1,r32
Load Byte Unsigned| 1 |z20  rd,rsi,ism Atomic RAW Imm |caRswT ©d, osc,imm MULHply Half Sign/Uns| R ez rd,rs1,rs2
Load Helf Unsigned| 1 |58y rd,rsl fsm  |L{W|D}U  rd, rsl,imm Atommilc Resd & Set Bit 1mm |C3R88T ©d, oz, imm MULLply upper Half Uns| R |LEy =d,r31, 22 )
Stores  Store Byte| S |88 rs1,rs2,imm Animile Read B Clear Bit Imm 33807 rd osc imm Divide BlVide DIM: 2 I $J==1'=’f DIV {W|D} zd,rs1,r32
Stere Halfwerd) S22 Faizad,um Change Level = Env. Call Eears Remainder ! mRES:Ig;s R 1?.}1:—:.[ sz::i'::; FEM{W| D} rd,rs1,rs2
Store Word| 5 [ew rsl,T52, imm  |B{D|0} rzl,rsd, imm Emvironrment Breskpoint [EBREAR REMainger Unsigned| R |remw z\szsl’:sz FEMU{H|D :d’r:l’:s:
Shifts ShiftLeft | R |sz rd,rsi,rs2 ELL{W|D} =rd, rsl,rs Environ rrent Return [ERET ™ Optional Atomic Instruction Extension: RVA |
Shift Left Immediste) I (errr rd,rsi, shamt |SLLr{w|D} rd, r=1,shamt]Trap Redirect to SupervisolrmTs - ELona ranrrcr 1 I:rl.rcnr.r Atension: —
_ Category Name | Fmt RVIZA (Al +RV{B4, 128 F
Shift Right| R |eFL  rd,rs1,rs2 ERL{W|D} =rd, rsl,rs2 Redirect Trap to Hyperdsor MRTE Load Load Reserved]| R |LE.W o r=1 TR_{D|Q} rd,rsl
E's"h‘;'g&":tl::;::‘l::: é :}LI d, r=1, shamt x:\\{vTr!ll;} ::';:i’:::"'t ::::;ﬁ;;"::lafur:m;:;s Store Store Conditional| R |sc.w rd,r=1,rs2 BC.{D|p} rd, rs1,rs2
- y TR —— Swa Swip| R |amcowar W zd,zs1.532 AMGIWAE. {00} Td,=sl,T=2
Shift Right srith Imm| 1 |emaz SRAI{W|D} rd r=l,shamtMHU Supervisor FENCE [SFENCE W rsl uﬂn AoDl R Tamoams o o [él'lﬁ}} g
Arithmetic ADG| R (ADD  rd,rsi,rsz  [ADD{W|D} =d,zsl,zs Logical YO R |nmoxcm.w 4,031,052 |AMORGR {D|g} =d,rsl,rat
ADD Immediste| I |ADDI rd,zsi,ism ADDI{W|D} =d,r=sl,imm anp| r |amoaso w rd,rs1,rsz AmoAND (D)@} rd,rs1,rs2
SuBtnact R (evs  rd,zsi,rsz  |SUBWIDY pd.rsl.rs2 or| R |asocm w rd,rsl,rs?  |AMOOR {010} rd.rsl.rs?
Load Upper Imm| U |Zoz  rd,ism Optional Compressed (16-bit) Instruction Extension: RVC Min, Max [FTETEN A F—— d,ra1,0=2  |AMOMIN.{D|g} ©d,rsl,Taz
hdd Upper lmm o PC| U [ADTEC rd,iem Category  Name | Fmt RVC RVI equivalent PP R pi—— rd.ral rs2 Ay (oo} cd,rsl,rs:
Logical ¥OR | R |XOR  rd,r=l,r=2 |Loads LosdWerd | CL |C.IW  =zd’,rsl',imm |LW rd’,z=l’,immed MIimum Unsigned| R [asosezens.w rd.rsi,rsz  |meweIsv_(o|g} od,rsi,rsz
WOR Imrredistel I |X0RT rd, rsl,ism Load Word SF| CI [C.LW3F rd, imm LW rd, =p, imm*4 MAXImum Unsigned) R _[asotan. w o, rzl,rz2 Avpsaww_yplo} rd rs1 rs?
QR | R |oR rd,rsl, 132 Load Doutle| CL |c.1o zd®, sl imm LD rd,zslt,immes Three Optional Floating-Peint Instruction Extensions: RVF. RVD, & RVQ
QR Immadiate| I |ORI Load Doutde SP| CI |C.LDSF rd,imm Lo rd, sp,imm*g Calegary Name | Fmit| RV32{F| D| Q} (HE/SP,DE.QF FI Bt) +RV{B4, 128}
AND| R |asD Load Quad| CL |c.zgp  =d’,rs1',imm  [Lp rd", zsi’,immels Move Miowe from Integer | R [EWV. [E[8}.X =d, a1 B _{D|Q}.X d, 1]
AND Immediste) 1 Load Quad SP| C1 |c.1p8F rd,imm Lo rd,sp,imm*1l6 Move to Integer| R |FMV.X.{H|3} =d,rs1 EMV.X.{D|0} rd, rzlf
Compare Set<| R Stores Store Word | C5 [coaw relf rslf imm [SW rsif r=l' imméd Convert Carvert freen Int | R |FovT.q"|2|D[0}.Ww =d,rs1 ECVT. {E|2|D|0} -{L|T} =xd, rsl]
Set < Immediste| 1 Store Word SP| CS5 [o.awar =W r=2 =p,imméd Cervert from Int Unsigned| R [FOVT.{=]|2|D|g}.wu =d, r=1 FCVT. {E|2|2| 2} - 41| T}U rd,r=2
Set < Unsigned| R Store Double| €5 |c.ap a0 rs1v =2t immes Convert to Int| R |FovT.W.4=|2|Djg} =d,rs1 FOWT. {L|T}.{E|E|D|Q} =d,rs]
Set < Imm Unsigned| T Stere Doutle SP| CS5 [o.apas 50 rsz, sp,imms Convert to Int Unsigned| R |FCVT.Wo. {s|2|D]g} =d,rs1 FCVT. {L|T}U- {E|S|D|g} rd,Tsl]
Branches Brench=| 5B |[BEQ  rsl,Ts2,imm Stwore Quad| C5 |c.ag 2g rsic,rs2',immelE Load losd| I |FL{W.D.0% zd,rsl.imm RISC-V Calling Convention
Branch =| 56 |ENE  rs1,rsz,imm Store Quad SP| CSS |c.208F =2 imm 2 rs2,=p immels Store Store| 5 |F2{w,0,Q} rsl,ra2 Register[ABI Name  Saver Description
Branch <| S8 [ELT  rs1,rs3, imm OO | CR [C.ADD rd,zs1 ABD  cd,xd,rsl [ArTEhmetic ADD| R |fADD.{3|D]0} =d,==1,rs2 x0 T — Hara-wired Zera
Brench z| 5B |BGE  rs1,rs2, imm ADD Word | CR |c.aDowW rd, rs1 aoow  rd,rd,imm SUBtract| R |FavB.{3|p|g} rd,rsl,rsz xl ra Caller Returm address
Branch < Unsigned| SB [BLTY  rs1,rs2, imm ADD Immediste| C1 |c.aooT xd, imm anp1  rd,rd, imm Mlltiply| R fFeuT.q=z|DjQ}  rd,=sl, rs2 x2 ap Callze Stack pointer
Branch z Unsigned| SB |BeEv  rs1,rsz,imm ADD Word Imm| CI |c.aDoIw =d, imm apoIw rd,rd,imm Divide| R [FDIV.{2|D|Q}  rd,rs1 r=2 - Glebal pointer
Jump & Link LW (72 rd,imm ADD SP Imm * 16| CI |c.ADDI168P x0,imm app1  =p,=p,immels SQuare RooT) R |F2pRT. {3|0|0} rd, rsl - Thread pointer
Jurnp & Link Register| U [1a1%  rd,rs2,ism ADD SP Imm * 4| CIW |C.ADDI4EPE rd', imm anDI  rd’,sp,immes Hul-Add Multply-AGD | R [FeRon.g2]o|gr  £d,=s1,r32 Caller Temporaries
Synch  Gynch thréad | 1 |FENCE Load Immediste| CT |c.r1 rd, imm app1  rd,x0,imm Multipty-SUBLract| R [FM2UE.{3|D|g} »d, sl rs2 Callee Saved register/frame pointer
Synch Instr & Data| 1 |FENCE.T Load Upper Irmm| CI |o.zoT xd, imm o rd,imm Negative Multiphy-SUBtract| R (Feeee02.{2|D| @} =d,=51,732 Callee Saved register
[System Sytem (AL | T |2cAiL Mave| CR |o.wer d, rs1 oo zd,zs1,0 Megative Multiphy-0D0| R |FMano.{3|n|0} rd, sl rsz Caller Function arguments/retum values|
System BREAK| 1 |s=mear sup| (B |c_am= rd, rs1 avm  rd,rd,rs1 Sign Inject SiGN source | R |Fesws.{3|D|Q} =rd,rsl, rs2 Caller Function arguments
[Counters feal CYCLE[ T |eocrorz | =d |§EIE Th L Tom| O | BT =3, Zmm EIZT o, =4, im Magative SIGN source| R |Fecwam.{3|D|g} rd,rs1,rsz Callee Saved registers
ResD CYCLE upper Halfl I |eDcvcrzs  =d Eranches Branch=0| LB |C.2zg2 Tzl imm 1 Xor SIEN source| R |FScHIX.{3|D|Q} rd,rsl,rs2 Caller Temporaries
i g — =d Branch=0| CB |c.=mzz r31 imm WinjMax Mhlr:lmm 2 FIn {3 :n :g} 3,:‘51,:5} Cl:allller EE temzorarfz
Irmum FMAX . {2|D|0D} rsl, rs2 alles saved registers
R;:EDT;:;J;;\?T:::: E gi;:f:_“ :: fume Jamp Rn;f::, a g;_ :;“nl |Compare Compere Float = | R |FE@. (2|D]g} 4, 5=,5 Caller FP arguments/return values
ReaD INSTR upper Helf| 1 |soowsTeETs od Pump & Link JBL[ CJ [c.7az imm 7L 1a,imm E“'"P“'E Flost <| R |FLT_{3|0]g} rd,rsl,rs2 Caller FP srguments
Jump & Link Register| CR |c_aaza =1 sats zazsio ompare Floet =| R |FLE. {3|D]|g} rd,rsl, rs2 Callee FP saved reg_lsters
System Env, BREAK| CI |c.zomzim — cal Classify Type| R |Frrasa ya|pjo} rd,rs1 Caller FP temporaries
32-bit Instruction Formats 16-bit (RVC) Instruction Formats Configuration e Sws) R |moes =
# ® BH N ® o [T - s BoE o b 4o . Ma: Flogs| R |rrrracs a
R fupet? _ 2 =l opende €I Swap Status Feg| R [Facas rd,ms1
1 ____mmjllgy nl 55 | Swap Roundng Mode| R [rams rd,zsl
s i 11 i nl ad 9P| Swap Flags| R [Farrmaca rd,rsl
SB| =17 | /T = ol €L =l Swap Rounding Mode Imm| T [FarMr rd, imm
__im o :': . ) 2 Swep Flags lmm| 1 |Farracar rd, imm
mum T g g‘ g o RISC-F calling corvention and five optional extensions. 10 multipl-dnide instructions (RF32M); 11 aptional atomic instructions (RV3ZA); and
1 | i . _ . o 5 . - - o ) . . )
RISC-V Integar Base (RF32L641/1221), privileged, and optional compressed extension (RVC). Registers 131 and the pe ane 37 bizs 23 floatingpoint instruction: ‘W"ﬁ' single-, double-, and quadrupleprocis o (RVI2E, RV31D, RF330). The latter add regisiars fif31, whase
wide in RFI3L, 64 in AVS4L and 128 in RV1281 (x0=0). EV641128] add 10 instructions for the wider formers. The RVT base af <30 width matches the widest procisio, and a floating-point controi and sianis register fesr. Each larger adidress adds some msructions. 4 for R,
. ) ) ) . o . ) . ) ) ) ) 11 for RVA, and § each for RFF/DVO. Using regex netation, { | means sef, 56 L{D1Q} i5 both LD and LY. Se¢ risc.org. (8/21/15 revision)
clazsic integer RISC msructions is requined. Every 16-bit RFC mstruction maicher an existing 32-bit RFT mstruction. See rizc.org
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RISC-V likely to flourish

RISC-V is likely to be the first highly successful open instruction set

Already lots of implementations, some open source, some not

Very successful already for cost sensitive embedded applications

Expect high performance multi-issue out of order versions for high end: SiFive, Ventana, etc

The open nature of the ISA is attractive to many

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Present day state of the art:

Esperanto puts over a thousand RISC-V cores on a chip
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Esperanto’s approach is different... and we think better for ML Recommendation

Other ML Chip approaches

10-20 CPU cores
and

Systolic Array Multipliers

One Giant Hot Chip uses up power budget

Limited 1/0O pin budget limits memory BW

Dependence on systolic array multipliers

e Great for high ResNet50 score

* Not so good with large sparse memory

Only a handful (10-20) of CPU cores

e Limited parallelism with CPU cores when
problem doesn’t fit onto array multiplier

Standard voltage: Not energy efficient

October 3, 2022

Esperanto’s better approach

e

Use multiple low-power chips that still fit within power budget
Performance, pins, memory, bandwidth scale up with more chips
Thousands of general-purpose RISC-V/tensor cores

* Far more programmable than overly-specialized (eg systolic) hw
* Thousands of threads help with large sparse memory latency
Full parallelism of thousands of cores always available

Low-voltage operation of transistors is more energy-efficient

* Lower voltage operation also reduces power

e Requires both circuit and architecture innovations

[ Challenge: How to keep the power of each chip to < 20 watts? ]
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Challenge was to put >1000 RISC-V Cores in a 20 Watt chip

Assumed half of 20W power for 1K RISC-V cores, so only 10 mW per core!

Power (Watts) = Cgynamic X Voltage2 X Frequency + Leakage
Power/core  Frequency Voltage Cdynamic
Generic x86 Server core (165W for 24 cores) 7W 3 GHz 0.850v 2.2nF
10mW ET-Minion core (~10W for 1K cores) 0.01W 1 GHz 0.425v 0.04nF
Reductions needed to hit goals ~700x 3X 4x
Easy Very Hard

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Recommendation Energy Efficiency

Study of energy-efficiency and number of chips to get best ML Performance in 120 watts (six 20W chips)

=0-000 20x better E Effici A
2.5x better performance than the 118W chip X .etter nergy-timciency
__ 45,000 <€ by using lowest voltage instead of
% highest voltage for our recommendation
= 40,000 benchmark
< Esperanto’s \ J
(@]
O 35,000 sweet-spot for
wn
> best performance
Q 20-000 4x better ML
- .
recommendation
Y 25,000 o
Q@ periormance
£ 20,000
(%p]
U 15,000
o
O
— 10,000
9
E 5,000
=
— -
L —
B 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Operating voltage for the 1K ET-Minion RISC-V/Tensor cores
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Cluster of CPUs (Shires) to Become Next Unit of Compute

For Machine Learning or any highly parallel application wanting to use hundreds to thousands of CPUs, much
better to consider the , rather than just isolated
individual processors.

Gain dramatic advantages by designing CPUs to work together on large problems: new “Parallel CPU”
* Increase performance
* Reduce area with smaller cores
* Reduce power by enabling simpler design
» Further reduce power (~4x) through cooperation between cores, both data and instruction work

Need to consider memory issues
« L2, L2, L3 cache and path the main memory

Need to consider interconnect
* NoC-to-NoC interconnect between clusters

Esperanto has a highly optimized solution working in silicon today as a great new “unit of compute”
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32 ET-Minion CPUs and 4 MB Memory form a “Minion Shire” cluster

Four 8-Core Mesh
Neighborhoods Interconnect 32 ET-MINION RISC-V CORES PER MINION SHIRE

1 . . .
E Nomm?/ Voltage ! Arranged in four 8-core neighborhoods

SOFTWARE CONFIGURABLE MEMORY

HIERARCHY

L1 data cache can also be configured as scratchpad
Four 1TMB SRAM banks can be partitioned as private L2, shared
L3 and scratchpad

SHIRES CONNECTED WITH MESH NETWORK

1
I 1 I
1

Low Voltage ' Low Voltage ~ NEW SYNCHRONIZATION PRIMITIVES

4MB Banked SRAM
Cache/Scratchpad
Local Sync Primitives

Fast local atomics

Fast local barriers

Fast local credit counter
IPl support
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8 ET-Minions form a “Neighborhood”

NEIGHBORHOOD CORES WORK CLOSELY TOGETHER
» Architecture improvements capitalize on physical proximity of 8 cores

« Take advantage that almost always running highly parallel code

OPTIMIZATIONS FROM CORES RUNNNING THE SAME CODE

« 8 ET-Minions share single large instruction cache,
this is more energy efficient than many separate instruction caches.

» “Cooperative loads” substantially reduce memory traffic to L2 cache

; ETM|n|on .

NEW INSTRUCTIONS MAKE COOPERATION MORE EFFICIENT
* New Tensor instructions dramatically cut back on instruction fetch bandwidth

* New instructions for fast local synchronization within group
* New Send-to-Neighbor instructions
* New Receive-from-Neighbor instructions
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ET-Minion is an Energy-Efficient RISC-V CPU with a Vector/Tensor Unit

256b Floating Point 512b Int8  Vector RF

ET-MINION IS A CUSTOM BUILT 64-BIT RISC-V PROCESSOR
In-order pipeline with low gates/stage to improve MHz at low voltages
Architecture and circuits optimized to enable low-voltage operation
Two hardware threads of execution

Software configurable L1 data-cache and/or scratchpad

Vector/Tensor Unit

ML OPTIMIZED VECTOR/TENSOR UNIT
« 512-bit wide integer per cycle
« 128 8-bit integer operations per cycle, accumulates to 32-bit Int

« 256-bit wide floating point per cycle v
« 16 32-bit single precision operations per cycle 5 A
« 32 16-bit half precision operations per cycle £

« New multi-cycle Tensor Instructions >
» Can run for up to 512 cycles with one tensor instruction (32K ops) 2 ¥

Data Cache Control
(including D-tags)

TIMA TIMA VPU RF TO/T1

TIMA TIMA VPU RF TO/T1

Trans
ROMs

ey TIMA | TIMA VPU RF TO/T1

CIERY TIMA | TIMA VPU RF TO/T1

Trans
ROMs

E TIMA | TIMA VPU RF TO/T1

e TIMA | TIMA VPU RF TO/T1

Trans
ROMs

CERY TIMA - TIMA VPU RF TO/T1

TIMA TIMA VPU RF TO/T1

Trans
ROMs

RISC-V Integer Pipeline

L1 Data-Cache/Scratchpad

DC bank 0 | DC bank 1 | DC bank 2 | DC bank 3

Front
End

» Reduces instruction fetch bandwidth and reduces power
» RISC-V integer pipeline put to sleep during tensor instructions
* Vector transcendental instructions

OPERATING RANGE: 300 MHz TO 2 GHz

ET-Minion RISC-V Core and Tensor/Vector unit
optimized for low-voltage operation
to improve energy-efficiency

Optimized for energy-efficient ML operations. Each ET-Minion can deliver peak of 128 Int8 GOPS per GHz

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Shires are connected to each other and to external memory through Mesh Network

BankO
(1MB)

Bank1

\Livivy

Bank2
(1MB)

Bank3
(1MB)

mO
BankO

mé (1MB)
= Bank1l

IIIJ_Ll \1IVID)

3 Bank2

m20; (1MB)

m24
Bank3
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ET-SoC-1: Full chip internal block diagram

MINION MINION MINION ,
Banko Banko Service
R s~ I sviRe Pl SHIRE MAXION/ 10 SHIRE e
N s
(1m8) 3
| PCle logic | |DFT/eFu5es |
- ET-Maxion ET-Maxion
(1M8)
[ Bank0 B
LPDDR4x {1m8) LPDDR4x
@ controller LB controller
LPDDR4x D o LPDDR4x
@ ‘controller - controller
R
MEMORY SHIRE (1m8) MEMORY SHIRE
Banko
LPDDR4x (1m8) LPDDR4x
@ controller . controller
ILPDDR4x D » LPDDR4x
controller = controller @
R
MEMORY SHIRE (1m8) MEMORY SHIRE
Banko
LPDDR4x (1m8B) LPDDR4x
@ controller . - controller
ILPDDR4x D o LPDDR4x
controller - controller
R
MEMORY SHIRE (1M8) MEMORY SHIRE
Banko
LPDDR4x (1m8) LPDDR4x
controller L LIE controller
= =
LPDDR4x Dar NEN LPDDR4x
@ controller - controller
MEMORY SHIRE (1M8) (1v8) MEMORY SHIRE
(ive) (1M8)
R Bank1 B e 8
(1M8)
N sania W xbo 3
(1M8) B
i MINION " Bank1 MINION MINION L Bank1 MINION [ MINION L MINION
(1m8) SHIRE (1m8) SHIRE SHIRE (1m8) SHIRE (1m8) SHIRE (1m8) SHIRE
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34 MINION SHIRES
* 1088 ET-Minions

8 MEMORY SHIRES

* LPDDR4x DRAM
controllers

1 MAXION / 10 SHIRE

* 4 ET-Maxions

* 1RISC-V Service
Processor

PCle SHIRE

160 million bytes of
on-die SRAM

x8 PCle Gen4

Secure Root of Trust
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ET-SoC-1 External Chip Interfaces

ET-SoC-1

8-bit PCle Gen4 L\ Minion Shire Minion Shire PCle Sripira - g 10 Shire
* Root/endpoint/both 5
L L Minion Shire Minion Shire Minion Shire L Minion Shire L
%'m i — L+ + ¥
256-bit wide LPDDR4x E= | ——) L Minion Shire Minion Shire Minion Shire L Minion Shire
S =° | J d J 5
& SUSUE. I I I Ir 3
° 4267 MT/S g = i L Minion Shire Minion Shire Minion Shire L Minion Shire %
£E= ¢ >l ¥ - -
e 137 GB/s Ol —— —— = —
LI | e d L Minion Shire Minion Shire Minion Shire L Minion Shire L
* ECCsupport — o = =
] e L—Mm;u.! Shire - Minion Shire - Minion Shire L—M{n;u.! Shire ]
%% e o— - - -
RISC-V SERVICE PROCESSOR Z = L Minion Shire Minion Shire Minion Shire L Minion Shire g
g ";'"i L ¥ ' - g
* Secure Boot S L—M{n;u.mh;.c ~ Minion Shire - Minion Shire L—Min;u.!°h;.c
=7 J i i i
* System Manhagement — ] ! o —— ——— ——— ——— —
. L Minion Shire Minion Shire Minion Shire L\ Minion Shire
* Watchdog timers — i i ] s
* eFuse va 4 A A %‘;V\éle
- > S50 e
&) : : % § § Service
Q i ; 4 Processor Senrs &C'I:ck le—}-o PERST#
D |l » 2 bl RISC-V CPU Fuses Control & eset
EXTERNAL 10 —> : Es S b
¢ S M B u S - [ A4 - A Peripheral Network Service Processor Network |
. A y A
* Serial —12C/SPI/UART
_______________________ \ A Yy . Y.N . v 4
e GPIO
FLASH P1E 5 43
* = £ £ i
A ' * A TE [ L
y A\
\ l Y e
Flash
Memory
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Summary Statistics and Status of ET-SoC-1

ET-SoC-1 is fabricated in TSMC 7nm
— 24 billion transistors
— Die-area: 570 mm?2

1088 ET-Minion energy-efficient 64-bit RISC-V processors
— Each with an attached vector/tensor unit
— Typical operation 300 MHz to 1 GHz

4 ET-Maxion 64-bit high-performance RISC-V out-of-order processors
— Typical operation 500 MHz to 1.0 GHz

Over 160 million bytes of on-die SRAM used for caches and scratchpad memory
ET-SoC-1 Power ~ 20 watts, can be adjusted for 10 to 60+ watts under SW control
Package: 45x45mm with 2494 balls to PCB, over 30,000 bumps to die

Status
— First silicon is healthy and has been shipped to paying customers

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

ET-SoC-1 Die Plot

ET-SoC-1 Package
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Esperanto’s ET-SoC-1 PCle Evaluation Card

Esperanto PCI Express Accelerator Card:

- Single ET-SoC-1 chip running at 300 MHz to 1 GHz
- 1088 ET-Minion cores and 4 ET-Maxion cores

- 1056 ET-Minion cores provide acceleration

- 8lanes of PCle Gen 4

- ET-SoC-1 power can be configured from 10W to to 60W per chip
depending on customer requirements

- 16GB or 32GB DRAM

- Typically used as accelerator to x86 host

- Now being sold in servers for customer evaluations
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Esperanto Minion Shire Power with ML Recommendation Benchmarks

Power in Watts for 33 Minion Shires (1056 RISC-V cores)

10
8
6 Athousand ET-Minion RISC-V processors: 6 watts
4
— 128 MB of on-die SRAM for caches: 2.8 watts

e
plraainettaniiiiebAesiitn
i iy m— e
M —
! — 44 Network-on-Chip connections: 1.8 watts

10.6 Watts for 1056 RISC-V

[ il il il il 10 Il processors and L1,L2,13 caches
and Network-on-Chip averages
10.0 mW per RISC-V core
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Today: Over 300,000 RISC-V Vector Processors in a single rack

16 Esperanto cards can go into each 2U high server

4 PCle x16 slots (support 4 x SW GPUs!
Riser Card

4 PCle x16 slots (support 4 x SW GPUs!

4 x PCle x16 slots (support 4 x 5 GPUs)

PCled.0 x16
PCle4.0 x16
PCle4.0x16

PCle x16 slot (rear side)

PCled.0 x16
PCle4.0x16
PCle4.0 x16

PCle x16 slot (rear side)

CPUO CcPU1

intel

XeON

intel

XeON

3xUPI11.2GT/s

Ice Lake-SP Ice Lake-SP
LGA4189 (Socket P+) LGA4189 (Socket P
8-Channel DDR4, 12 x DIMMs 8-Channel DDR4, 12 x DIMMs
Speed up to 3200 MHz

200 MH.
PCle4.0x8 PCled.0 x8 Speed up to 3200 MHz

] - 4xSI|mI|ne4\
==l 52l [==] E

4-bay 2.5" NVMe/SATA +
4-bay 2.5" SATA

4 x SSATAIII

This server has 2 x86 host CPUs and holds 16 Esperanto PCle cards, - o l.fi?l' 7
each card with one ET-SoC-1 chip with 1088 RISC-V processors, - et c
for a total of 17,408 RISC-V processors. — e

Put 20 servers in a single rack, and that would be 348,160 RISC-V processors. 320 Esperanto PCle cards

in a standard 42U high rack
using 20 server chassis,
leaving 2U for TOR switch.
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What’s next for RISC?

Chiplets and a lot more cores
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Motivation

OPEN CHIPLET: PLATFORM ON A PACKAGE

Customer IP &
Customized Chiplets

=

High-Speed Standardized
Chip-to-Chip Interface (UCIe)

X I/O Perform

44
f Seavof Cores /
s (heterogeneous), ,

Memory
S, &

_

Advanced
2D/2.5D/3D
Packaging

Heterogeneous Integration Fueled by an Open Chiplet Ecosystem

(Mix-and-match chiplets from different process nodes / fabs / companies / assembly)

lEBucle

Universal Chiplet
Interconnect Express

Align Industry around an open
platform to enable chiplet based
solutions

= Enables construction of SoCs that exceed maximum reticle size

= Package becomes new System-on-a-Chip (SoC) with same
dies (Scale Up)

= Reduces time-to-solution (e.g., enables die reuse)

= Lowers portfolio cost (product & project)
= Enables optimal process technologies
= Smaller (better yield)
= Reduces IP porting costs
= Lowers product SKU cost

= Enables a customizable, standard-based product for specific use
cases (bespoke solutions)

= Scales innovation (manufacturing and process locked IPs)

lBucle

Universal Chiplet
Interconnect Express

Leaders in semiconductors,
packaging, IP suppliers,
foundries, and cloud service
providers are joining
together to drive
a new open chiplet
ecosystem.

JOIN US!

govensel AMDAl AI'm %ASE GROUP

Google Cloud m 0Q Meta

5" Microsoft Qualcomm SAMSUNG

D DECA Lahtoching

8
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Industry standard UCle bus promoting chiplet interoperability announced March 2, 2022

Standardized Chiplet bus
is a big deal.

Will accelerate
Chiplet development.

Chiplets will affect
your future, so get ready.
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Esperanto’s Next Generation will use a Chiplet-based
Implementation

REISEE MAmOn [ 0 e

Easy for Esperanto to make chiplet products, =
cut into pieces and shrink from 7nm to 3nm T

I/O Chiplet General Purpose CPU Chiplet

= || (= )

= : 3= = By

= = = o=

= 2= = [———

= - g = - g = i :m:g

- = - = = =T ka4
DRAM Controller 1 =0 =N DRAM Controller

Chiplet (=Y 3§ . =g Chiplet
October 3, 2022 ET-M |n|0n avoeggellyl\l/l%%%ii\(eeyr!ye -PFer[ @nleltg ! Mgogmycggorghiplets

57



Cost Benefit Using Chiplets Gets More Compelling Every Foundry Node

Example: Relative cost of ONE monolithic 500 mm? die vs implementing as FOUR 125mm? chiplets

Normaized Cost

8.00
7.00
6.00
5.00
4.00
3.00
2.00
3.1x Benefit

1.00 p
3.0x Benefit

0.00
2016 2018 2020 2022

Monolithic (1 Chip, 22.2mmx22.2mm)

October 3, 2022

5.1x Benefit

4.6x Benefit

4.2x Benefit Ch'\ p\ ets

2024 2026 2028 2030 2032

Chiplet Integration (4 Chiplets, each 11.1mmx11.1mm)

Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors

2034

Same design,
but on 4 chips vs 1 chip

Same total chip area

4 chips includes extra
testing and assembly cost

Chiplet gains could be more

when some pieces done
in older less expensive nodes.
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What might chiplets in a package look like in 20307?

4x today in a future node?

Package
substrate

Small

1 Host CPU chiplet

1 10 Chiplet

1 Compute Chiplet with:
» 4K RISC-V+vector cores
« 3D Memory

October 3, 2022

Chiplets
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Medium

2 Host CPU chiplet

2 10 Chiplet

4 Compute Chiplets with:

* 16K RISC-V compute cores
« 3D Memory
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Large
4 Host CPU chiplets
3 1O Chiplet
16 Compute Chiplets with:
» 64K RISC-V compute cores

« 3D Memory
» Optical 10
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Prediction: Over 1,000,000 cores in a small server by 2030

Today in 7nm we have over 1,000 cores per chip
Moore's law is slowing down, but not dead
By 2030 expect to have over 4,000 cores in a chiplet

Expect to put 16 chiplets together in a single package, ie 64,000 cores in a package
Put each package on a single accelerator board
Like we do today, put 16 of these boards in a small sever

That is over one million RISC-V cores, each with a vector unit, ready to run your workload

What will you do with over a million cores at your disposal. This is the next generation challenge.
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One million cores might fit on just a few cards. Challenge is using them efficiently.

Example: 1 Million cores on 16 boards, each board with one package with 64K cores.
If boards fit in similar size server as today, that’s 20 million RISC-V cores in a rack.

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Energy cost to move data is the key challenge

Today’s ET-SoC-1 vector units can consume ~100TB/s, caches feed them at 8 TB/s.
If future chips are 4x as capable, how do we feed 4x, ie 32 TB/second as data set sizes grow?

Type of connection to feed RISC-V/Vector cores o pl/bit - TB/sec - Power Watts .
DDR5 40 32 10240.0
PCle Gen 5 6.5 32 1664.0
HBM2e. (xfer only, energy to access a bit is 4pJ/bit) 1.8 32 460.8
Infinty Fabric (AMD) 1.5 32 384.0
NVLink-C2C (NVIDIA) 1.3 32 332.8
LPDDR4x (xfer only, energy to access a bit is about 7 pJ/bit) 1.0 32 256.0
SAINTS-S (Samsung) 0.80 32 204.8
CoWoS (TSMC) 0.56 32 143.4
Bunch of Wires 0.50 32 128.0
EMIB (Intel) 0.30 32 76.8
UCle long distance 0.50 32 128.0
UCle short distance 0.25 32 64.0
3D via TSV 0.20 32 51.2
On-die long distance 0.10 32 25.6
On-die short distance 0.01 32 2.6

Data movement power may be far greater than compute power.
Seems like stacking memory in 3D on top of compute chiplets
may be a way to reduce excessive chip to chip data movement power.
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Summary

RISC vs CISC is no longer a popular debate, RISC has won
« RISC techniques are ubiquitous in most types of processors
* RISC-V is likely to be the common instruction set for much new RISC innovation
« RISC-V doesn’t carry years of baggage, providing advantages in power, area, cost
« RISC-V started with simple embedded applications
« Will soon see 8+ issue RISC-V out-of-order cores rivaling the best of other ISA implementations

« For massively parallel compute, energy efficiency is key, and slower in-order with vector wins

Our future is likely to continue to use RISC techniques:
« Easy to program general-purpose RISC-V likely to win over specialized ISA & architectures
* Next big challenge likely to be methods to program millions of RISC-V cores efficiently

« Big opportunities in CPU micro-architecture to design more efficient clusters of RISC-V cores

October 3, 2022 Dave Ditzel — MICRO-55 Keynote -- From One to a Million RISC Processors
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Thanks!

End of Presentation

Questions?
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